ABSTRACT

Since the introduction of Bitcoin—the first widespread application driven by blockchains—the interest in the design of blockchain-based applications has increased tremendously. At the core of these applications are consensus protocols that securely replicate client requests among all replicas, even if some replicas are Byzantine faulty. Unfortunately, these consensus protocols typically have low throughput, and this lack of performance is often cited as the reason for the slow wider adoption of blockchain technology. Consequently, many works focus on designing more efficient consensus protocols to increase throughput of consensus.

We believe that this focus on consensus protocols only explains part of the story. To investigate this belief, we raise a simple question: Can a well-crafted system using a classical consensus protocol outperform systems using modern protocols? In this tutorial, we answer this question by diving deep into the design of blockchain systems. Further, we take an in-depth look at the theory behind consensus, which can help users select the protocol that best-fits their requirements. Finally, we share our vision of high-throughput blockchain systems that operate at large scales.

1. INTRODUCTION

Since the introduction of Bitcoin—the first wide-spread application driven by blockchain—the interest in the design of blockchain-based applications has increased tremendously. This interest has resulted in several blockchain-inspired fabrics and database systems [2, 3, 17, 27, 39, 40]. Further, blockchain-based systems have been employed to address challenges in various other fields such as food production, managing land property rights, energy trading, and managing identities.

At the core of these blockchain applications are Byzantine-Fault Tolerant (BFT) consensus protocols that ensures all replicas of this blockchain application reach consensus on the ordering of incoming client request, this even if some of the replicas are Byzantine [8, 24, 27, 34, 45].

A decade after the introduction of blockchains in cryptocurrencies and after several prominent research projects, we see that crypto-currencies are still the major known use-cases of blockchains. This raises a key question: Why have blockchain applications seen such a slow wider adoption? The low throughput and high latency of BFT consensus are cited as key reasons for this. Prior works have shown that traditional distributed databases can achieve throughputs of the order 100 K transactions per second [29, 30], while initial permissionless blockchain applications such as Bitcoin [38] and Ethereum [44] have throughputs of only a few transactions per second. In these crypto-currency applications, low throughputs are seen as acceptable, as these costly techniques enable a fully decentralized currency that is not controlled by a single government or corporation. Indeed, crypto-currency blockchains typically have open-membership, as anyone can join these blockchains.

Although permissionless blockchains highlight the notions of decentralization and resilience, their open-membership is often unnecessary for fault-tolerant transaction processing. This led to the design of industry-grade permissioned blockchains, where only a select group of users, some of which may be untrusted, can participate [3]. These permissioned designs employ traditional BFT consensus to provide throughputs of up-to 10 K transactions per second [2, 3], which is still short of the performance expected of modern systems. Several prior works [9, 11, 34, 45] blame the low throughput and scalability of permissioned blockchains on the underlying BFT consensus. Although these claims are not false, they only explain part of the story. From our perspective, permissioned blockchain applications can achieve wider adoption by improving in three vital directions.

First, it is well-known that an efficient protocol may not always lead to a high-throughput implementation. The same principle applies to consensus protocols used in existing permissioned blockchain fabrics. Although these fabrics provide platforms to employ blockchains in various use-cases, these fabrics fall short in their architectural details [2, 3, 6, 21].

We claim that the low throughput of these fabrics is due to missed opportunities during their design and implementation. Indeed, a well-crafted blockchain fabric can have an order-of-magnitude increase in its throughput, e.g., by exploiting parallelization and pipelining opportunities.
The full replication employed by current consensus-based blockchains stands in the way of achieving ever-higher performance. To make blockchains more usable, their design needs to evolve to incorporate sharding and specialization. To support such designs, new resilient techniques besides consensus need to be developed.

Finally, permissioned blockchain systems need tuning to specific settings. E.g., blockchains can be used for federated data management, the collective management of a single database among various stakeholders. Federated data management is in itself a major step towards dealing with data quality issues arising from the non-federated interchange of information between various stakeholders and, as such, can reduce the huge negative economic impact of bad data [16, 33, 42]. In federated data management, resilience is less of a priority, and the focus of such blockchain systems is on fast data update and retrieval, efficient query processing, and modular data analysis.

2. OUTLINE OF THE TUTORIAL

In this tutorial, we will provide a deep dive into consensus protocols with a focus on data management. To do so, we take an in-depth look at Byzantine fault-tolerant consensus protocols, the main technique powering permissioned blockchains. The tutorial is intended for an audience that has prior knowledge of databases and will be of interest to both theoreticians and practitioners who want to employ blockchain concepts to their work.

This tutorial starts with a general-purpose introduction to blockchains from the perspective of data management. Following the introduction, the tutorial will focus on three avenues. First, we look at the theoretical framework in which permissioned blockchains operate. Then, we look at practical high-performance consensus protocols and at current developments. This theoretical framework provides users of a permissioned blockchain system with the right tools to select the consensus protocols that best-fits their requirements. Second, we look at the architectural challenges in the design of high-performance permissioned blockchain systems, in which we show how existing principles of thread parallelization and task pipelining can be applied to blockchain fabrics. Further, we illustrate ways to optimize data access and query processing in permissioned blockchain applications. Finally, we look at the design challenges for high-performance permissioned blockchain systems of the future that can deal with huge amounts of data. We conclude by presenting our vision on future developments. Next, we explain these three avenues in detail.

BFT Consensus Protocols. Blockchains are, at their basis, fully replicated distributed systems that aim to maintain data consistency. The well-known CAP Theorem puts restrictions on the types of failures these blockchains can deal with while guaranteeing continued services [7, 20]. The CAP Theorem puts rather general limitations on the design of blockchains, however. More specific limitations are also known, as the Byzantine consensus problem and other related problems, such as the Byzantine agreement problem and the interactive consistency problem, have received considerable attention.

It is well-known that the Byzantine agreement problem can only be solved when using synchronous communication [19, 37, 43]. In a synchronous environment with $n$ replicas of which $f$ are Byzantine (e.g., malicious), Byzantine agreement requires that $n > 3f$ [12, 13]. When strong cryptographic primitives are available, this can be improved to $n > f$ [15, 35, 41] (although practical systems will still require $n > 2f$). Additionally, bounds on the amount of communication and the quality of the network are known [10, 12, 13, 14, 15, 18].

Having provided a theoretical background, we take a step towards detailing practical consensus protocols. We do so by a full coverage of the Practical Byzantine Fault Tolerance (PBFT) of Castro et al. [8]. Next, we also look at the lineage of consensus protocols that refine and improve PBFT. This detailed overview will cover many of the practical consensus protocols currently in use and, simultaneously, also covers recent developments. Our coverage will include protocols such as PBFT, HotStuff [45], Zyzzyva [4, 34], FaB [36], SynBFT [1], RBFT [5], PoE [23], and Multi-BFT [24, 25]. All of these protocols make some tradeoffs and, hence, achieve optimal throughput only under specific conditions. In our tutorial, we will discuss these tradeoffs and conditions in detail, as this enables one to select the protocol that best-fits the requirements of their particular blockchain application.

Architectural Paradigm. Although an efficient consensus protocol can help increase the throughput of the associated permissioned blockchain application, the design of the system and its implementation matters equally. In our tutorial, we will show that classical BFT protocols that are perceived to be slow such as PBFT [8] can always outperform niche-case optimized BFT protocols such as Zyzzyva [34] if implemented in a well-designed and skillfully-optimized blockchain fabric. We use Figure 1 to illustrate such a possibility. In this figure, we measure the throughput of ResilientDB, our permissioned blockchain system [27, 28], and intentionally make it employ the “slow” PbFT protocol. Next, we compare the throughput of ResilientDB against a permissioned blockchain system that adopts practices suggested in BFT-Smart [6], and employs the fast Zyzzyva protocol. We observe that the system-centric design of ResilientDB can use the costly three-phase PbFT protocol (of which two phases require quadratic communication among replicas), while still outperforming systems utilizing Zyzzyva (a single-phase protocol with linear communication among replicas).

Decades of academic research [29, 30] have helped the community in designing efficient distributed databases and applications. In this tutorial, we study existing practices to design an optimal permissioned blockchain fabric. These practices include the use of speculation [34, 36], execute-order or order-execute paradigms [3], component modular-
ity [6], transaction batching or streaming [2, 11], and out-of-order message processing [28]. Further, we will discuss how data storage, data maintenance, data retrieval, and NoSQL and relational database support is provided by our state-of-the-art permissioned blockchain fabrics [28]. We will demonstrate this functionality via a user interface that can ease query processing and data analysis.

**Challenges and our Vision.** As outlined above, the key component of any permissionless and permissioned blockchain remains the underlying BFT consensus protocol that provides reliable replication. Unfortunately, these protocols are challenged by the scalability and performance required by many modern big-data-driven applications. In specific, we see that there is no obvious way to scale up BFT consensus: adding more replicas will only increase the cost of replication and decrease the throughput of the system, even when using the most efficient consensus protocols.

We will close our tutorial by discussing recent steps toward the design of new fault-tolerant architectures that step away from the full-replicated nature of blockchains, this to increase scalability and the ability to serve big-data-driven applications. To put our vision in practice, we will first look at two low-level techniques, cluster-sending [31] and delayed-replication [32]. Next, we look at high-level designs enabled by these techniques to provide high-performance parallelized consensus [24, 25] and to provide high-performance consensus in sharded and geo-scale aware architectures [27].
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